BioSurveillance POC:
Federated Search

Goal: Explore standards based federated frameworks to promote distributed data
stewardship, analytical access, and collaboration between participating
stakeholders. Inform NCPHI and its public health and commercial partners of best
practices and potential issues to this approach, and provide a foundation to evaluate
existing and emerging interoperability protocols.

0 Primary requirements
— Demonstrate the capability to share and visualize biosurveillance data:
« Within a State
 Between States
» Between States and CDC
— Aggregate data under control of state, share results with external users

— Combine and visualize results in the form of maps and simple analysis (e.g. Epi
Curve)



RODSA-DAI

Foundation: Real Time Outbreak Detection System and Globus Grid Toolkit
RODS - ~20 production instances across US
Globus — Leading Open Source Grid Middleware; used in NCI'’s
caBIG, GeonGrid

Hypothesis: Extending RODS with Globus Services allows the ability to query
across installations, and visualize data from disparate / secured nodes



RODSA-DAI Demo

http://ncphi.phgrid.net:8080/rodsadai-web/


http://ncphi.phgrid.net:8080/rodsadai-web/

Poison Control Data Access & Integration

Goal: Research ability to augment public health situational awareness, by
accessing non-clinical data sources of public health importance, based on
secure web services

1 Demonstrate access and
visualization of poison
control call data via web
services

O Display data over
multiple days over
multiple call
classifications

(d Combine and visualize
results in the form of
maps and simple charts






Poison Control Demo

*PoiConDal
http://ncphi.phgrid.net:8080/poicondai-web/



http://ncphi.phgrid.net:8080/poicondai-web/

Aggregate Minimum Data Set

Goal: Faclilitate multi-state public health situational awareness with simple,
common data interchange service based on a subset of key
biosurveillance data elements

J Obtain consensus on most
relevant elements

O Create common biosurveillance
data structure aligning to AHIC /
HITSP standards

O Develop interfaces to existing
partner biosurveillance systems

O Distribute & refine using open
source principles

O Proposed elements
— Condition
— Condition classifier
— Patient 3-digit ZIP
— Count
— Date



AMDS Architecture Diagrams
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AMDS Conceptual

Deployment Architecture
(Full Architecture)
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AMDS Service Configuration
Database Driver |net.SDurtEfnrge.jtdS.jdbc.Drinr |
Database Url: |jdt:n::jtd5:sqlsewer:,f,.fl?l 1602161422 fphgrid |
Database User \phoriddb |
Database Password: |*"*““"*““ |
Database Tahle: |amd5_m’ew |
Data Source Name: Federal_Binzensze
Example of | '
HE H Service ld: amds_hiosensze
facilitating | |
|nter0perab|l|ty by Metadata Config Suppression Level 41|i|
deCI‘eaSIng the Column Definition
Add Edit Delete
level of effort
: Caolumn Mame Mapped Mame
reqUIred entryDate date
Zips zips
Classifier Classifier_name
condition condition
Ccounts caunt
state state
Description
Bio zense Data source
Apply Done Exit Help




Developing a Distributed Research Network
(DRN)

Research Partners:

(J DEcIDE centers at the HMO Research Network Center for Education
and Research on Therapeutics

O University of Pennsylvania

Participating Health Plans:

Geisinger Health System

Group Health Cooperative

Harvard Pilgrim Health Care
HealthPartners

Kaiser Permanente Colorado

Kaiser Permanente Northern California

o000 0



DRN Project Goals and Objective

“The primary goals ... are to improve public knowledge
about health outcomes in time frames that are quicker than
traditional research approaches; and to take advantage of
the power of networks...”

-AHRQ DRN task order solicitation

Obijective: to design a scalable, secure, distributed health
Information network—a distributed research network—to
conduct population-based studies of the risks and benefits of
therapeutics



DRN Proof-of-Principle Demonstration

O Build a network proof-of-principle to demonstrate selected
functions of a distributed research network

An authorized user authenticates to a central portal based on
digital certificates

A SAS program is distributed to each data owner (node); the data
owner allows or denies the request for the program to run

The SAS program is configured based on the data owner’s (node)
local SAS settings

The SAS program is executed at each node, and a standard
results set is returned

The results are aggregated and made available to the authorized
user

A log of site activity for each node is generated

O Evaluate the proof-of-principle demonstration and
characterize the needs, challenges, and barriers to creation
of a distributed research network



PHGrid / NHIN Interoperability Research

U Challenges with bidirectional communication between the two
environments:
— Differences in the level of security of data that resides in each environment
— Differences in the core functions of each platform

O Goal:

— Demonstrate that the NHIN and PHGrid are complimentary and compatible
platforms for distributed services and federated data

— Demonstrate that the NHIN and PHGrid are capable of trusting data from
each other

Test Script
g L
)
|

PHGrid NHIN CONNECT ADAPTER NHIN CONNECT GW
Publisher

Test Script




PH-DGINet: Enabling shareable GIS services

WDistributed/shared web services
framework based on ESRI GIS
technology

LPH-DGINet allows Access to data,
services and tools available within a
single portal per organization
 PH-DGlInet portal can be
customizable to organization,
role, individual
» DGlnet supports discretionary
service and data sharing
 PH-DGINet can be extended with
simple analytical tools

UExploring service integration /
interoperability with Globus stack



PHGrid Tools
(HOW we do it)



Our Open Source Tool Set

 Sourceforge.net for source code management (source
code versioning and control)

 Subversion (Apache license) used by Sourceforge.net to
store and manage the source code versions. Also used on
our developer workstations.

 Sourceforge.net for issue tracking (bugs and feature
requests) and product releases (service packages & tool
packages)

4 Eclipse for our integrated development environment
(Eclipse license)

 Maven for our build and configuration environment
(Apache license)




Our Open Source Tool Set (I1)

1 JBoss for our portal application server (LGPL license)

 Tomcat for our grid node service runtime engine (Apache
license)

4 Globus toolkit for our grid node service container (Apache
license)

d Hibernate for JDBC data access within AMDS (Aggregate
Mininum Data Set) services (LGPL license)

4 caGrid (NIH's Cancer Bioinformatics Grid) for service
Infrastructure (Apache license)




Our Open Source Tool Set (1)

 Collaboration Tools
— Google Blogspot
— Google Sites [Wiki]
— SMS Texting
— Instant Messaging



Public Health Grid (PHGrid) - Research &

Development

Collaborating with our partners to achieve a secure, easy-to-use, technical and social infrastructure for solving large-scale
public health problems. Creating an intuitive and powerful user experience. Developing an inexpensive and lightweight data and
computational grid infrastructure. Developing robust and intuitive standards-based grid services. Facilitating national health IT

integration efforts.

B Posts

B Al Carnrnents

What is our story?

Striving to improve the health of our
nation (and world) through the practical
use of innovative technologies.

To identify, research and simplify
computer technologies for use by both
developers and users within the public
health domain.

Our principles: Long-Term
Sustainability; Low Barrier to Entry;
Standards-Based; Reusability;
Collaboration; Open Source; Best
Practices; Mon-Centralization; and
Community-Driven.

Collaborating with public health
departments, HIEs, RHIOs, academic

Tuesday, May 5, 2009
Client data in grid viewer

| managed to get AMDS client data in grid viewer after importing several libraries and manufacturing a local temporary
am feeling much better now.

The next steps are to get that data on a map... and to get the client out of the "localtempclient” into a cool multi-client
uses different connection methods depending on the URL provided.

Also, | anticipate a lot of mavening and a lot of jar hunting over the next couple of days.
Posted by Peter White with BearingPoint at 5:18 PM 0 comments @
Labels: client, grid viewer, JAR, Maven

Ok it's been a month now since | have been on the team and | have completed my first service. Following my philosoph
development, | have now checked in the code under AMDSCore and can be seen here. | have created the complete servi
that is based on the common or core components. Additionally | have provided a client implementation that is compatib
provided service. Detailed instructions for building, configuring and running the service are here. Currently, the service
security. | will add the security this week and be ready to deploy to the training node this week. For those who just wan
service without compiling you can go here to download the GAR.

This service was developed for several types of scenarios in mind and are:

- Connecting to the service while on the same machine
- Connection to the service over the internet

Since the Grid Viewer. the comoonent that Peter is develooing. will be running on the same machine. it make more sen
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,fj SourceForge.net Repository - [phgrid] Index of / - Windows Internet Explorer

@:—: - |g, http:/iphgrid. svn. sourceforge., netfviewvcfphagridf

"ﬂ? oty £ | SourceForge.net Repository - [pharid] Index of |
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j *4|| X Isourceforge pharid
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SCM Repositories - phgrid

[

Files shown: 0
Directory revision: 809 (of 803)
Sticky Revision: I—El
Index of /
File & Rev. Age Author Last log entry
G ampscaore 807 6 hours vmemullind Updated main so it can properly exercise the client for example purposes.
G GrigMedles/ 68 7 months fresemond Initial import.
N SecureSimpleTransfer/ 14 3 months frosemond
(1 amdsmulticlient/ 113 6 days pwhitebe adjusting pom
| gmap-poly-web/ 698 4 weeks pwhitebe Tagging the 4/03/2009 release of gmap-poly-web-1-1
W - ormiaT 106 2 weeks pwhitebe updating polygon processors to put session key into flot directions
i qridviewer/ 809 48 minutes pwhitebe updating pom to have several references
ﬁfl loader-gmaps-paolygon/ 739 12 days pwhitebe adding gmaplist.csv and gmappolygon.csv
| npdsamds/ 112 2 weeks pwhitebe added new implementation files
(3 npdsqmaps! m 2 weeks pwhitebe updating for better error handling, pragma nocache
G npdsgmaps-web/ 110 2 weeks pwhitebe updating for better error handling, pragma nocache
| old-projects/ 790 4 days brianales Maving deprecated projects that aren't actively maintained.
N poicandai/ 699 3 weeks pwhitebe updated string for fetching url
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PHGrid Service Registry

http://sites.google.com/site/phgrid/Home/service-registry
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Service Name

ot ™

Poison Center

Quicksilver

GridedLEE

RODS-Baltimore

Detection Sernvice

Analysis |
Visualization

Infarmation Sharing

Synthetic Medical
Records Generator

CHT Vocabulary
Senvice

Type

Sernvice

ClientiApplication

Service

Sernvice
Sernvice

Sernvice
Service

Senvice

Service

Service Provider

St W

AAPCC

AMPCC

Columbia CoE

DOH-Baltimare, MD

Johns Hopking APL
CoE

Johns Hopkins APL
CoE

Johns Hopkins APL
CoE

Johns Hopkins APL
CoE

MCFHI DEMS

Status

S0t ™

Developed -
availahble for testing

FProduction - CDC
Internal Access Only

Developed -
availahble for testing

Ayailable phGRID
Sernvice

Developed -
available for testing

Developed - not in
production

Developed - notin
production

In Development

Production - CDC
Internal Access Only

Security

Sort ™

Userid/password

Userid/password

G5l

Useridipassword

G5l - Grid Mapfile

Internal Access

Internal access

31 - Grid Mapfile

CDC Internal
Metwork Access

Description

St W

Poison center call
count data. Current
clients exist in PH-
DGlnet and JBoss
web application
format.

Faoison center call
count data displayed
using the
GmapPolygon
geolocation library

A grid service
wrapper around the
medLEE natural
language processor
at Columbia
University

RODS Baltimore
instance servicing
Baltimore, MD metro
area

A grid service which
runs the JHUAPL
Detection
Algorithms

Service to create
synthetic medical
records

MCPHI Lab is
investigating

Showing 26 items
More Info
Sont

Poison Center

Senvice Reqgistry
Entry

Quicksilver Service
Registry Entry

GridMedLEE Service
Reaqistry Entry

hitp:fhwww RODSBAL
T.balt.gov

Detection Service
Registry Entry

Synthetic Medical
Records Generator

waugnn. mermulin

AMDE BioSen:
created by vaug

Senvice Reqgist
attachment remo
vaughn.mcmuliin
item deleted by
vaughn.mcrmullin
attachment from
vaughn.mcmuliin
item edited by
vaughn.mcmuliin
itern added by
vaughn.mcrmullin

PHINZ009 Pre
Coordination
attachment from
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NCPHI R&D Lab: PHGrid Activities
(Where we do It)







Facts:
d Created in 2007
Q
Network
Q
— ESX Servers
— Virtual Center
— Lab Manager
O  Workstations
— 12 Windows
— 3 Mac OS

Completely Separate from CDC

Running VMWare Virtual Environment

NCPHI R&D Lab

Platforms/Servers:

Desktop OS Platforms:

Windows 2000, Windows XP, Windows Vista,
SUSE Linux Enterprise Desktop, and
Ubuntu Desktop Edition, MacOS X

Server OS Platforms:

Windows 2008 (beta), SUSE Linux Enterprise
Server, Red Had Enterprise Linux, and
Ubuntu Server Edition

Application Servers:
Microsoft 1IS, BEA WebLogic, Red Hat JBoss,
PHP

Database Servers:
SQL Server 2000, SQL Server 2005, Oracle
(Standard Edition), MySQL



Results & Lessons Learned

Results

O PHGrid infrastructure is readily
deployable in public health settings —
over 10 nodes established

0 PH data can remain where it is best
secured —fusion biosurveillance data
from different nodes without physically
transferring data

0 Simple PH Analytics / SA can be
supported in distributed environment -
results can be displayed using maps
and epi charts.

Lessons Learned

g

PH will likely be supported by
multiple service providers

Collaboration is key to driving
requirements and resolving issues

Weakest hardware or connection
in a federated model can be the
bottleneck for data visualization
and analysis
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Future

Move from Research to Pilot to Production
Develop Community of Practice and engage more partners as nodes

Explore interoperability between NHIN (and others) and Public Health
Grid architectures
— Security, services, etc.

Expand public health use cases
— Build additional services
Refine PH Grid Node Appliance
— Windows Version
— Linux Version
— Simplify, simplify, simplify
Send node & services to data

Refine Features, Functions, and Priorities for Situational Awareness
Services

— Develop Ability to fuse and analyze data from heterogeneous data
models



Future

Many New and Emerging Partners:

O Within CDC
— CCID / Grid Computing / Pathogen Data
— Birth Defects
— Genomics / Bioinformatics
— NEDSS
— Environmental Tracking

O Academia

— Centers of Excellence (NYC, Columbia, Johns Hopkins, Utah,
Harvard, Univ. Wash)

— Emory University
— Georgia Tech

— GeoVista

— OhioState



Future

Many New and Emerging Partners:

O Public Health
— PHIN Community
— State and Local Health Departments
— Regional Collaboratives

Q Clinical
— EMR Vendors
— HIEs
O Federal
— EPA
— NIH
— ONC
O Global
— WHO
O Industry
— STI

....and the list grows daily...



Thank You!

Questions?

Tom Savel, MD
tsavel@cdc.gov
NCPHI, CDC
2009
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